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FOREWORD

Measurement and monitoring research efforts are designed to anticipate
potential environmental prcblems, to support regulatory actions by develop-
ing an in-depth understanding of the nature and processes that impact
health and the ecology, to provide innovative means of monitoring compli-
ance with regulations and to evaluate the effectiveness of health and
environmental protection efforts through the monfitoring of long-term trends.
The Environmental Monitoring Systems Laboratory, Research Triangle Park,
North Carolina, has the responsibility for: assessment of environmental
monitoring technology and systems; implementation of agency-wide quality
assurance programs for air pollution measurement systems; and supplying
technical support to other groups in the Agency including the Office of
Air, Noise and Radiaticn, the Office of Pesticides and Toxic Substances
and the Office of Enforcement Counsel.

Knowledge of the quality of air pollution measurements from the
national monitoring networks is {important in determinating air quality
trends, assessing compliance to afr quality standards, and developing
control strategies. Federal regulations for ambient air quality surveil-
lance were revised May 10, 1979 to require the states to develop and conduct
quality assurance programs approved by the EPA Regional Offices. In addi-
tion, the states are required to submit to EPA the results of specific
tests and comparisons to assess the precision and accuracy of their measure-
mant systems. This document is intended to help states and local agencies
achieve the maximum benefits from the new requirements.

Thomas R. Hauser, Ph.D.
Director
Environmental Monitoring Systems Laboratory
Research Triangle Park, North Carolina
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ABSTRACT

Federal regulations for ambient air quality surveillance were revised
May 10, 1979, to include requirements that states perform certain specified
tests to assess the precision and accuracy of their air pollution measure-
ment systems and to report the results to EPA routinely.

This report discusses the concepts and definitions of precision and
accuracy as they relate to ambient air pollution measurement systems. The
rationale used in deveiéping the specified procedures for acquiring
precision and accuracy assessments 1s explained for both manual and auto-
mated measurement methods. The cbmputational procedures specified for the
handling of the precision and accuracy data and the development of the
statistical assessments to be reported to EPA are reviewed.

Particular emphasis is given to the potential use of the precision
and accuracy data by the states and local agencies as an adjunct to their
routine quality assurance programs. A number of statistical quality
control charts are recommended for routine use by the states and local
agencies.

Finally, answers are provided for many questions concerning inter-
pretation of the requirements of the regulation and procedures for handling
special case situations not specifically detailed in the regulations.
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GUIDELINE ON THE MEANING AND USE OF PRECISION AND ACCURACY
DATA REQUIRED BY 40 CFR PART 58, APPENDICES A AND B

APPENDIX A: QUALITY ASSURANCE REQUIREMENTS FOR STATE AND LOCAL AIR
MONITORING STATIONS (SLAMS)

APPENDIX B: QUALITY ASSURANCE REQUIREMENTS FOR PREVENTION OF
SIGNIFICANT DETERIORATION (PSD) AIR MONITORING

1. GENERAL BACKGROUND
1.1 Need for Mandatory Quality Assurance (QA)

Prior to the May 10, 1979 promulgation of the Regulations set forth
in 40 CFR Part 58, (44 FR 27558-27604), the quality assurance and quality
control practices of State and local agencies were strictly voluntary,
although many forms of guidance and assistance had been provided by the
EPA Regional Offices and the Environmental Monitorfng Systems Laboratory,
Research Triangle Park, North Carolina (EMSL/RTP). Consequently, there was
a wide diversity among the State and local agencfes in the scope and
effectiveness of their QA program. As described below, numerous indications
pointed to the need for more extensive and more uniform QA programs of the
state and local agencies. o )

1.2 Need for Quality Data

Many important EPA decisions are based on the nationwide monitoring
data obtained by the State and local agencies. Data collected and reported
to the National Aerometric Data Bank (NADB) in Durham, North Carolina are
used by EPA to aid in planning the Natfon's air pollution control strategy
and to measure achievement toward meeting national air quality standards.
In addition, the data are used locally for determining attainment of the
standards. Further, the data in the NADB are made available to numerous
requestors, who may use the data for’ varicus research projects, special

studies, or other purposes.




T2 A RPN R RIS VTN

T

o e

e

- Unfortunately," none of the data 1n the NADB prior to January 1, 1981
is accompanied by estimates of its qua11ty Although the capability
(accuracy and precision) of the EPA-deve1oped measurement methods have been
determined in interlaboratory co]1aborat1vé studies, those levels of method
precision and accuracy are se1don‘achieved in the real world of day-to-day
routine monitoring. To assure the most knowledgeable use of the data, the
quality of the national monitor1ng data should be determined and made
known to all data users.

Further, many of the monitoring methods used fn the past by State and
local agencies were not reference, equivalent, or approved methods, so
designated by EPA after careful and thorough evaluation. Bzcause of the
likelihood of different methods producing differing results, all national
monitoring should be performed using reference, equivalent, or approved
methods.

1.3 Regulatfon of>May 10, 1979
- The ambfent air monitoring regulations, as revised on May 10, 1979,

contain a new Part 58 (1) that includes various requirements for the tech-
nical improvement of the natfonal monftoring. Some of the new requirements
are the specification of:

° Monitoring methods;

° Instrument siting and probe location;

° Scheduling of monitoring;

° Network design;
° Air quality reporting.

Part 58 contains several appendices, two of which specify requirements
for quality assurance (QA) and data quality assessment:

1. Appendix A. Quality Assurance Requirements for State and
Local Monitoring Stations (SLAMS);

2. Appendix B. Quality Assurance Requirements for Prevention of
Significant Deterioration (P.D) Air Monitoring.
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The QA requirements of these appendices involve two separate areas:

1. ' Documentation of each agency's Quality Control Program.
2. Assessment and reporting of :-the quality of each agency's air
monitoring data. Copn sl

Documentation of each agency's Quality Control Program is to cover,
as a minimum, the following: ' '

1. Selection of methods, analyzers, or samplers;

2. Installation of equipment;

3. Calibration; - ‘

4. 2ero/span checks and adjustments of automated analyzers;

5. Control checks and their frequency;

6. Control limits for zero, span; and other control checks,
and respective corrective actions when such limits are
surpassed; -

7. Calibration and zero/span checks for multiple range
analyzers;

Preventive and remedial maintenance;

3. Quality control procedures for air poliution episode
monitoring; .

10. Recording and validation of data; and

11. Documentation of quality control information.

For the data quality assessment, specific procedures are delineated
using special gquantitative checks, to determine the precision and accuracy
of each of the automated and manual methods used to measure the criteria
pollutants.

These latter procedures were developed to measure the precision and
accuracy under operating conditions as nearly typical as possible.
Furthermore, the precision and accuracy (P and A) data are required to be
reported to EPA for several important reasons. First, the P and A data
are appropriately filed by EPA so that users of the routine monitoring data
filed in the National Aerometric Data Bank (NADB) receive the corresponding
P and A data tor the particular netwc-=k(:) and the particular time periods



involved. Second, the P and A data are evaluated from Regional and National
standpoints to identify (a) regions, states, or local agencies that
require improvement in their data quality (fi.e., improvement in their QA
system) and (b) pollutant "measurement methods that may need remedial
changes in the methodology to improve the precision and/or accuracy of the

methods in the real monitoring world.
In addition to the above documentation and assessment requirements,

the regulations require the following:

1. A1l criteria pollutant measurement calibration standards and
flow measurement calibration standards must be traceable to
National Bureau- of Standards (NBS) Standard Reference Materials
(SRM) or other primary standards;

2. A1l agencies must participate in National EPA performance audits
and must permit EPA system audits of the’ir monitoring and QA pro-
cedures.

3. A1l methods used for measurements of criteria air pollutants in
SLAMS must be reference, equivalent, or approved methods.

A recent amendment to 40 CFR Part 58, promulgated on September 3, 1981
(46 FR 44159-44172) (2), makes the requirements for assessing precision and
accuracy applicable to monitoring for lead (Pb) and includes several
corrections to the 40 CFR Part 58 regulations. A separate EPA guideline
document has been issued concerning the monitoring for Pb in the vicinity
of point sources (3).

1.4 Measures of Data Quality

The quality of monftoring data can be expressed in terms of
representativeness, comparability, completeness, precision and accuracy.
Aspects of representativeness have been strongly considered in the
portions of Part 58 which deal with network design, siting, and probe
location--factors that relate to the representativeness of the samples.
The extent to which the samples represent the ideal locations, conditions,

-
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and times of sampling are measures of representativeness, and have meaning
with respect to the objectfve or purpose of the monitoring.

Comparability of data obtained across the entire Nation is achieved,
to a large extent, by the use of the standardized (designated) sampling and
analysis methods specified by-the regulations, along with consistency in
reporting units.

Completeness of data sets fis an important concern in monitoring
because of the adverse effects of gaps or "holes" in the data base. The
statistical validity of sets of monitoring data is a direct function of
the extent and pattern of missing data. Although the completeness of a

given data set is a major concern to the data user, and its importance is
emphasized in the regulatfon, the regulation does not require any special
reporting with respect to data completeness. The number of individual data
values reported to the NADB for each monitoring site can be determined and
are reported with data for specific sites.

The measures of data.quaiity which are required to be obtained and
reported by the States and local agencies beginning January 1, 1981, are

those for precision and accuracy. When one speaks of precision and accuracy

of measurment data, one really means the precision and accuracy of the

measurement process from which the measurement data are obtained. Precision

is a measure of the "repeatability of the measurement process under
spucified conditions." Accuracy is a measure of "closeness to the truth.”
The definitions and concepts of precision and accuracy as they relate to
the requirements of Appendices A and B of the regulatfon are discussed
further in the next section.

1.5 Precision and Accuracy

As defined above, the accuracy of a measurement is its "closeness to
the truth." Deviations from the truth result from both random errors and
systematic errors. Precision, the repeatability of a measurement process,
is associated with the random errors. The average inaccuracy, or bias, of
a measurement process over some period of time or set of conditions is
associated with the systematic error. Deviation that appears to be
constant, or systematic, under one set of conditions may actually be random
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under a set of conditfons of wider scope. For example, the systematic
error of a given instrument is associated with average accuracy for that
instrument over some specified perfod of time. However, the variability of
average inaccuracies from a number of instruments in a network may appear
to be random and can, therefore, be associated with the 'precision"
for the network.* ‘

1.5.1 Precision - Precision is used in 40 CFR Part 58, Appendices A and
B, in the sense of "repeatability of measurement values under specified
conditions." Since spezified conditions may vary considerably, there are
many levels of repeatability or precision. For example, with an automated
continuous air pollution sensor, the random fluctuations in response over
a short time, e.g., within a minute, when an instrument is measuring a gas
of constant pollutant concentration is a very "local" measurement of pre-
cision.  Another measure of repeatability would be the variability of

span measurements made each day on an instrument over some longer period of
time. The measure of precision (repeatability) used in 40 CFR Part 58,
Appendices A and B, for automated methods is the variability of one-
point precision checks made at biweekly intervals on the same finstrument
(Instrument Precision). 'Agency* precision, however, is the average
repeatability of all the instruments of the agency during the calendar
quarter. A given precision check may be considered as representative of
an hourly average value that would have been obtafned from the instrument
if the air pollution concentratfon remained at the same level as that for
the precision check. )

*Throughout this guideline, agency or network is used in a general
sense corresponding to the definition of a "reporting organization" as
defined in Section 3 of Appendix A, 40 CFR Part 58, and as discussed in
Section 1.6 of this guideline. A reporting organization may consist of
one or more governmental air pollution. agencies (networks), or in some
special cases there may be more than one reporting organization in the
same governmental air pollution agency (network).
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Because the lack of precision from hour to hour is generally proportional
to concentration, it may be further assumed without much error that the
same percentage variation exists at other concentration levels, except for
very low or very high concentrations.

1.5.2 Accuracy ~ Accuracy s used in Appendices A and B in the sense of
"closeness to the truth." Although the ultimate truth cannot be known,
accepted as the closest to the truth are the values determined by NBS or
other nationally recognized measurement standards body. In assessing the
accuracy of measurements of an afr pollution monitoring aéency, measure-
ments are made through the mechanism or procedure of independent audits in
which the measurement systems are challenged with standards (materials or
devices) having traceabflity as directly as possible to NBS standards.
Some error or uncertainty exists even in NBS Standard Reference
Materials (5RM's), which are labeled with computed tolerances based on
empirical data and which are applicable only under certain specified
conditions and procedures for use. Obviously, some errors are {ntroduced
in the use of secondary standards that have been prepared by reference
against NBS SRM's. Further, if the use of secondary standards in conduct-
ing independent audits involves other measurements, such as flow measure-
ments when dfluting audit gases, additional errors are introduced.
Nevertheless, when measurements are made at State and local agencies,
through the independent audits described in Appendices A and B, the
auditors' assessed values are considered as the "truth." Their values are
considered as "true" values in the metrology sense--not in any statistical
sense. As described in sections 3.1.2 and 3.2.2 of Appendix A, periodic
independent sample audits are made using known materials, or using devices
having kLnown properties. These independent audits are used as a check on
the routinely-used calibrazion materials, equipment, and procedures.

Because of the independence and infrequent and special nature of the
audits, the audit materfals and assessments must be considered as the
"known" or true value and any consistent lack of agreement is due to bias
of the routine calibration process and/or drift (change of bias) in the
routine measurement process.




Measurements at a given agency may, on the average, be biased from the
true audit values due to some systematic errors in the local routine cali-
bratfon process. These average bfiases over a given iime period (e.g., a
calendar quarter) may be considered as the inaccuracy of the agency's
measurement system for that calendar quarter. There wiil also be some
variability in the inaccuracy of measurements* made at an agency during a
calendar quarter. This variability of {naccuracy may be considered as a
hgiher level of imprecision when considering a measurement chosen at random
from the given agency during the quarter. Carrying the extension in time
a step further, biases which exist from quarter to quarter at a given
agency may also vary in a random way. Therefore, the annual average of the
quarterly biases may be considered as the bias or average fnaccuracy of
the agency's measurement system for the year. And the varfability of the
bias from quarter to quarter say be considered a part of the overall
within-year imprecision for the agency.

1.6 Reporting Organization

The Regulation, Section 3 of Appendix A, requires that measures of
data quality, i.e., precision and accuracy, be "reported on the basis of
'reporting organization.' A reporting organization is defined as a State
or subordinate organization within a State which is responsible for a set
of stations which monitor the same pollutant and for which precisfon and
accuracy assessments can be pooled. . . . and can be expected to be
reasonably homogeneous as a result of common factors."

*The concept of a variable component of systematic error is discussed by
Or. Churchill Eisenhart's lengthy article, "Realistic Evaluation of the
Precision and Accuracy of Instrument Calibration Systems," Journal of
Research of the National Bureau of Standards, Vol. 67C, No. 2, April-
June, 1963. See also "Systematic Measurement Errors”, by Rolf B.F.

Schumacher, Journal of Quality Technology, Vel. 13, No. 1, January 1981.
pp. 10-21%. ’
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"Common factors which should b_e_;‘c‘o'hsﬁidered ... include:
n(1') operation by a comon"tﬁe‘am”of field operators,
(2) common calibration facilities, and

(3) support by a common laboratory or headquarters.”

Several examples of reporti;\g orgap_izations are presented in Figures
1 through 4.
FIELD OPERATIONS

LABORATORY
CALIBRATION ANALYSIS

REPORTING 1 2
ORGANIZATIONS
Figure 1. Multiple reporting c¢rganizations with central laboratory
and separate field operations typical of manual methods.

In Figure 1, the field operations, which may be spread over a wide
geographical area, are handled by two different working groups, each
using their separate procedures, field calibration (flow) equipment and
standards, preventive mafntenance schedules, etc. The samples are
analyzed, however, - in a central ladoratory with central laboratory
personnel, procedures. calibration chemicals, calibrated balances, etc.
In this example, there are two separate repourting organizations as indi-

cated by lines 1 and 2.
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Figures 2 and 3w111ﬁ§trite’;itu;tiaﬁfﬂhhére the field operations
carried out by a single group; howevéf;:two different chemicals labora-
tories are involved, each of which performs all functions associated with
calibration and ana'lysfs. Further data are analyzed and processed by
separate units in Figure 2, but in Figure 3, the data handling is per-
formed by one unft. In each case, there are two separate reporting
organizations, defined by the two 1ines. '

FIELD OPERATIONS

LABORATORY
CALIBRATION ANALYSIS

DATA HANDLING . ) (

REPORTING 1 2
ORGANIZATIONS

Figure 2. Multiple reporting organizations with central field
operations and separate 1laboratories and data analysis
functions for manual methods.
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FIELD OPERATIONS

CALIBRATION

DATA HANDLING

REPORTING 1 2
ORGANIZATIONS

Figure 3. Multiple reporting organfzations with central field
operations and data analysis and with separate
calibration systems for automated methods.
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FIELD
OPERATIONS
MAINTENANCE

CALIBRATION

LABORATORY

DATA HANDLING

REPORTING
ORGANIZATIONS

Figure 4. Multiple re
operations

laboratories and data an

porting organizations with separate field

and

central

scale automated methods.
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Figure 4 represents three report1ng organizations. each with its own
field operations for sampling and 1nstrument maintenance. In such a large
operation, the field operation functions are performed by different sets of
personne) at widely separatedflocationsJ ‘.However, each organization uses
the same calibration and analysis laboratories and data handling facilitiss.

As can be deduced from these examples, the definition of reporting
organization does not relate to which agency or organization reports the
routine monitoring or to which agency or organfzation reports the precision
and accuracy data, but rather tc the total operatfonal system involved in
sampling, calibration, analysis, and reporting .or routine monitoring for a
specific pollutant. ' A

It is important to emphasize that the definition of reporting organi-
zation s pollutant-specific. It is possible that a given sampling site
may be f{dentified with different reporting organizations for different

" pollutants. The concept or definition of reporting organization has no

meaning, of course, for PSD monitoring. For PSD monitoring, the measure-
ment and reporting of precisior, and accuracy data are accomplished for each
site or sampling location. R

2. OVERVIEW OF QUALITY ASSURANCE REQUIREMENTS
Before discussing the details of the requirements for precision and

.accuracy determination for SLAMS and PSD, it §s desirable to summarize the

general requirements of the regulations relative to quality assurance.
The precision and accuracy determinations are made by performing
specified internal checks made by or for the reporting organization (SLAMS)
or by the owner/operator (PSD). C1ose1y related to these internal checks
are the external performance audits and system audits conducted by EPA.
The responsibflity for obtaining .and reporting the precision and
accuracy data befongs to the reporting organization and 1Js therefore
considered as "internal" to it. The conduct of the Performance Audit
program by EMSL/RTP and the conduct of the Quality System Audit program by
the EPA Regfonal Offices are considered as "external" to the reporting
organization, because the progre'=.are conducted by EPA, even though the
reporting organizations are involved by their participation in the audits.
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Precision for each of the manual methods (except for Pb) is determined
from the results of collocated samplers located at two sites expected to
have a measurable concentratfion of the pollutant. The precision checks for
Pb are made by analyzing dub1icate strips (or duplicate aliquots for equiv-
alent methods) from a single. site® of expected high Pb concentration.
Accuracy is determined from the resuIts of local {ndependent audits for
the flow or analytical measurement portion of the methods. The accuracy
checks are essentially internal-but-independent checks on the local routine
calibration process.

The external audits for accuracy are EPA performance audits, in which
reference samples or devices from EMSL/RTP are distributed as blinds en an
annual or semi-annual frequency to the organizations involved. The results
from these "unknowns" are transmitted to EMSL/RTP, which then sends the
"true" value to the organfzations. Each year an annual summary report,
prepared by EMSL/RTP, provides an overall analysis by EMSL/RTP through the
dissemination of (a) simulated bubbler samples for the SO, and NO, methods,
(b) reference flow devices for the high-volume TSP method, and (¢) refer-
ence flow devices and spfked high-volume filter strips for Pb. Note that
only the chemical analysis portion of the bubbler methods {is audited; the
flow measurement {s not audited. For the TSP method, only the flow
measurement portion of the method is audited; the sample handling, sample
conditioning, and weighing portions of the method are not audited. For
Pb, the chemical analysis portion of the method is audited, and the flow
measurement is audited.

Annual systems audits of each state agency may be conducted by the
EPA Regional Offices. These audits should cover all the aspects of the
State QA program, with particulate emphasis on the eleven items listed in
Section 2.2 of Appendix A to Part 58 and repeated in Section 1.3 of this
document. See also Section 2.0.11 of Reference 5.

2.2 Automated Analyzers

Precision of automated analyzers is determined from biweekly precision
checks. The precision checks are actually measurements of the analyzer
response at a concentration level near the national average for ambient air.

Accuracy 1s determined from the results of local audits using in-
dependently prepared standards. The accuracy checks are essentially
internal-but-independent checks on the local routine calibration process.

14




The external performanca andﬁsystem aud{ts for automated methods are
similar to those for the nanua1 nethods. except that at the current time
(Decenber.leBZ) reference naterials are availab!e only for the CO and 502
measurement ’ systems. Audit nateria]sldevices are being developed by
EMSL/RTP for automatod NO, and 0, methods. When developed, the reporting
organizations w111 be - required to participate in these performance audits
also. .

2.3 PpSD Requirements

.The requirements for precisior. and accuracy assessment for PSD
monitoring methods are very similar to those for SLAMS. In those instances
where the requirements differ, special notéjw111 be made. Otherwise, the
reader should assume that the requirements are the same. A separate
section, Section 9, summarizes the major similarities and differences -
between the requirements for SLAMS and PSD. EPA has issued other guidance
concerning the nonitoring‘for PSD (6,7).

2.4 Reporting Precision and Accuracy Data

The procedures for obtafning precisfon and accuracy data, including
the necessary computations, are included in Appendicies A and B of 40 CFR
Part 58. For reference, a copy of the reporting form, Form 1 (front and
back), is given on the following page.

3. CONDITIONS FOR PRECI>ION TESTS
3.1 Typical Conditions

It is very important that the estimates of precision for the above
purposes be obtajned under conditions that are as typical as possible. The
measurements from which the estimates are made should be obtained under
conditions of operatfon, maintenance, and calibration that are representa-
tive of normal routine activities of the monftoring agencies. The follow-
ing precautions should be observed by the State and local agencfes in
obtaining the data used to estimate precfsion.

15
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In preparation Yor the'performance,of the precision checks, no special
adjustments, calibrations, or maintenance of the instruments should be
performed. For example, the biweekly precision checks should be made prior
to any routine or special checks or adjustments made in connection with
zero/span, ca11bration. or maintenance{scheduIed ‘on the same day as the
precision checks. If routine zero or span checks, adjustments, cali-
bratfons or maintenance are performed at some schedu]ed frequency, the

iweek]x precisfon checks  should be made at various random times in
between these scheduled operations. - In “other words, the special checks
for precision should be made at times which, as a sample, are representa-
tive of the typical conditions existing within the calendar quarter. From
practical, logistic considerations, the precision checks could be made
Just prior to (a) scheduled zero/span checks that may result in instrument
adjustment, (b) scheduled calibrations, or (¢) scheduled maintenance.

3.2 Manual Methods

As previously pointed out (Section 1.5.1), the conditions under which
precision fs determined must be very specifically stated. The intent of
the regulation is to obtain precision estinates that reflect the repeat-
ability of the entire measurement process The best known way of measuring
the repeatabi]ity of the entire process is through the use of collocated
samplers. In this way, most of;the variables acting throughout the entire
measurement process are independently involved for each of the two separate
samplers. Even so, there will be commonalities of conditions for tie
paired data from the collocated samplers that will enhance better agreement
than would be achieved if the two samplers and samples were completely
independent. For example, the paired samples will be handled under the
same conditions, and will be analyzed under the same conditions in the
laboratory. Because of such commonalities, the precision estimates
obtained will be somewhat optimistic, f.e., they will tend to underestimate
the true inherent variability (imprecision) of the total measurement
process. -

Internal (local) precision checks are made using collocated samplers
at a minimum of two sites of high concentration. One of the collocated
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samplers 1s “randomly designated aslrthe offlclal sampler - for routine
monitoring; the other is- considered the duplicate After the designated
sampler is so jdentified,. fts designatlon should not be changed. Results
from the duplicate sampler are to be obtained each day the designated
sampler is operated uniess the samplers are operated more frequently than
every sixth day, in which case at léast one collocated sample is required
each week.

Ideally, collocated samplers should also be required for Pb. However,
because of the added expense of estabiishing duplicate samplers at Pb
sites, resort has been made to analyses of duplicate strips or aliquots
from filters from a single sampler at a high concentration Pb site. The
estimates of precision from the duplicate strips will not include vari-
abilities from sampler to- sampler and thus Wwill underestimate the
imprecisfon of the total measurement process.;

3.3 Automated Analyzers

For automated analyzers, the use of collocated analyzers would be best
to measure repeatability; however, the cost would be prohibitive. The next
most desirable technique fs to perform response checks at approximately
ambient concentration levels at random times between successive instrument
adjustments. In this way, the precision is a measure of fnstrument drift
from the time of the most recent instrument adjustment or calibration to
the time of the precision check. The regulations require the precision
checks to he made at two-week intervals or more frequently. Although not
stated in the regulations, an average of the instrument output should be
obtained over some relatively short period of time, e.g., five minutes
following introduction of the “"precisfon" gas and after reaching equilib-
rium. Thus, the precision.estimates have meaning only with respect to the
time-averaging period over which the average values are obtained. Precision
estimates for‘otﬁer tlme-evereging periods would have to be determined by
knowing or assuming a drift pattern between successive instrument adjust-
ments and calibrations. = “
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.Precisionrchecksfare conducted at least biweekly and are made with

¢ concentrations of test gases fn the following ranges:

- 0.08 - 0.10 ppm for . SOZ,‘ 03, N02;
R -2 ) ppm for COrge yaioos

These preciston checks may use the same materials equipment and personnel
.routinely used for instrument calibration or span checks.

AT

4. CONDITIONS FOR ACCURACY AUDITS
4.1 Typical Conditions '

Data for estimating accuracy.should be obtained under conditions as
typical as possible, i.e., under normal, routine activities of the monf-
toring agencies. Thus, consistent with the previous discussfon under
Section 3.1 for precision, no special adjustments, calibrations, or
maintenance of the instruments should be performed immediately prior to the
internal accuracy audits.

To measure the closeness of an observed measurement value to the
truth, some materfal or condition of known (true) property (standard) must
be measured by the. measurement system being checked. The measurement
system is. "challenged" with the "known" to obtain the observed measurement.

‘The difference between the observed value and the known value is a measure

of the bias or. 1naccuracy of the observed value. Standard convention fis
to obtain a signed difference by subtracting the known value from the
observed value so that the sign indicates the direction of the bias.
More specific details concerning the conduct of accuracy audits is given
in Reference 1. ‘

4.2 Manual Methods

For manual methods, it {s difficult to challenge the total measurement
system with "knowns". Therefore, an accuracy audit {s made of only
a portion of the measurement system. The two major portions of manual
measurement systems are the flow measurements and the analytical measure-
ments. The flow measurement portion of the TSP and Pb reference methods,
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‘and the analytical measurement 'boﬁtioh*”bf the Pb and the N0, and SO,
~ bubbler methods are” audited forraccuraqy. <The: flow rate audits for the
TSP and Pb methods are made at a. flow -rate near the norra) oporating flow

rate Twenty-five percent of the combined total sites for TSP and Pb must
be audited internally each quarter, so as to represent a random sample for
the entire network. - However, at Jeast one site must be audited each
quarter, and a1l sites must be audited 1hterna11y each year.
For the NO2 and SUZ methods, analytical audit samples (standards) in

the following ranges are used:

1. 0.2-0. 3 pug/ml;

2. 0.5 - 0.6 pg/m;

3. 0.8 - 0.9 pg/ml.
For the Pb method, the standards are spiked strips containing 100-300 pg/Pb
strip and £00-1000 ug/Pb strip are used. An internal audit at each concen-
tration level must be made on each day of analysis of routine monitoring
samples, and the audits must be made at least twice each quarter.

4.3 Automated Analyzers

For automated analyzers, "known" gaseous pollutant standard concen-
tratfons, independently certified and obtained with equipment different
from that used for routine calibration and spanning, are introduced into
the measurement instruments. In this way, two different calibration
systems are involved: the one- used for routine monitoring and the one
used to establish the audit standards. For SLAMS, the accuracy audits may

be cunducted by the same personnel who normally calibrate the instruments.

However, in the case of PSD, different personnel must be used.

Automated analyzers are challenged (audited) with known pollutant
concentration standards at three levels (four levels in the case of high-
range analyzers) in accordance with Table III. The internal, independent
accuracy audits are the responsibility of each reporting organization and
can be performed by personnel of the reporting organization. However, the

reporting . organization could, :if. desired, have the accuracy audits

conducted by a contractor, or they could, by mutual agreement, be performed
by a Regional team, a contractor of EPA, or some other independent
organization.

21
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ke Tab1e 1. Automated Analyzer‘Audit Concentrations

_ t:e;% . o fi ggzceagzot;:n ranggL_E%%
1 . 3vag 003 =.0.08 3-8
2 3 TEEES 0.15 - 0.20 15 - 20
3 " 0,35~ 0.45 35 - 45
4 . 0.80 - 0.90 80 - 90

External audits of automated analyzer measurement systems are con-
ducted by EPA. Semfannual performance  audits for CO and SO, automated
methods are conducted by EMSL/RTP through the dissemination of small
cylinders _containing €O gas and through the dissemination of small
cylinders containing SO, gas used fn Conjunction with a ditution system.
Materials or devices for conducting performance audits for the measurement
systems for NO, and O, are being developed by EMSL/RTP. Participation in
these latter audits will be required of the State/local agencies when the
audit materials become available.

The annual systems audits conducted by the EPA Regional Offices were
previously discussed. ' :

5.  STATISTICS OF PRECISION

The chofce of the partfcular statistics used for precision are
described in the following section. However, it should be stated at this
point that the statistical procedures and computations specified in 40 CFR
Part 58, Appendices A and B represent a tradeoff or compromise between (a)
the amount of effort and data that would be "nice to have" for statistical
analysis, and (b) the amount of effort that can bs reasonably expected and
(c).the amount of data that can be efficiently and effectively handled by
State and 1local agencies. Thus, the statistics of Appendices A and B
represent a compromise between (a) theoretical statistical exactness, and
(b) simplicity and uniformfty in computational procedures. .
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" . The-reason for using percentagé,differehces fnstead of actual differ-
ences is that errors in precision -ave generilly proportional to concen- -
tration levels. In the case of the biweekly precision checks, which are
made at one fixed level, either actual differences or percentage differ-
ences could be used. However,®since other comparisons are made on a
percentage basis, percentage differences are used throughout for simplicity
and consistency. It {is recognized that the percentage errors may be
somewhat higher at very Tow concentrations.

To obtain sfigned differences, the measurement assocfated with one
identified factor is always subtracted from the measurement associated
with the other fdentified factor. For example, for collocated samplers
the value from the designated sampler {is always subtracted from the
value for the duplicate sampler. - Therefore, each difference will be
either positive or negative in sign, - )

The reason for using signed percentage differences instead of abso-
lute percentage differences fs to obtain important {information on the
possible presence of systematic errors. The calculation of the average
difference values using signed percentage differences reveals or highlights
any systematic errors which may need investigation and corrective action
to improve the precision of the monitoring data. Further, the statistical
significance of these systematic errors can be determined with the average
and the standard deviation of the sfgned percentage difference values.
With absolute percentage differences, it would not be possible to separate
the systematic errors from the random errors. Ideally, the average, signed
percentage difference values obtained for each instrument or site should
be zero. Where these values arelsignificantIy different from zero, the
resuiting probability lfmifs will §e ﬁoticeably asymmetrical about zero.

5.2 Manual Methods

_ For manual measurement methods, precisfon or repeatability is deter-
mined from the discrepancy between measurements from collocated samplers

presumably sampling the same afr parcel over the same time perfod (Instru-
ment or Site Precision).
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Because ft fis desired to obtain a measure of precision acsociated
with a result from a sing1e samp1er, the variabeity (standard deviation)
of percentage differences between the col1ocated instruments is divided
by 2, since-both: 1nstruments are assumed to be ‘equally imprecise. The
division by 2 compensates for the fact that the variability (standard
deviation) of percentage differences from two ‘measurement systems of equal
imprecision is increased by a ‘factor of J?'over the error varfability of a
single measurement system.u After. divfsion by J2,- the repeatability
represents the varfation in results which wou1d be obtained if a large
number of 1ike d{nstruments of the same"fmprecisfon as those at the
collocation site were located at the same site sampling the same air over
the same period. .

Because of the additional cost of establishing collocated samplers
for the estimation of precision for.;Pb,‘ resort has been made to the
measurement of agreement between the analysis of duplicate strips from a
single filter or analyses of duplicate aliquots of the extracts. Whichever
method is used, the JZ factor should be used in the calculation of the
probability 1imits. The precisfon includes only the analytical portion of
the method and does not include the samplfng and flow measurement portions
of the mathod.

Ege )
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5.3 Automated Analyzers

A given precisfon check may be considered as representative of an
hourly average which would have‘been obtained from the instrument if the
afr pollution concentration were the came as the concentration level of
the gas used for the precisfon check. .~ cause the lack of precision is
generally proportional to concentrati. . nearly the same percentage
variation exists at other concentration levels, except for very low
concentrations for a given measurement system and quality control system.

5.4 Probabi'lity Limits i : AUREL TR e
Throughout Appendices A and B, ”probabi1ity",11mits* are computed to
measure the expected spread or variability of the data from a particular




population.a These xgected limits are expressed simply as a mean plus or
‘minus a constant (1.96) timcs the" standard deviation as follows:

| L=kaks * 3 34 E (1)
) where.. * 2‘ “
,,;§f3ma~ t = probability limits (upper limit Lu, Tower limit LL)
RIS S mean value G .
.Y k=1.96, a constant , %ﬁfﬁﬁmm” o
5 ‘s'= standard deviation i

Under the assumptions of (a) an underlying normal population, (b)
the mean X, being the estimate of the true mean, p, of the underlying
population, and (c) the’ standard deviation, s, "being the ‘estimate of the
true standard devication,' o, of the underl"ing distribution, then
X t 1. 96s represents ‘the igected limits which should include 95 percent
of all the individual measurement of the population. Under the assemption
given, x + 1. 96s limits are the e xgected 95 percent probability limits,
regardless of the sample size xA

The requirement for the computation of "probability" Jimits (rather
than ‘confidence’ limits) is to provide the State and local agencies with
limits which will be of practical meaning and usefulness for {nternal
control applications without involving overly complicated and sophisti-
‘cated statistics. The selection of the 95 percent level was made because
even for non-statisticians, the chance or~ probability of obtaining one
value out of twenty exceeding the limits has practical meaning.

Note that the limits are not “confidence limits," which could be
computed 'if one desired to determine limits that would include the true
mean, p, with a specified confidence probability With a given average,
x, and standard deviation, s, confidence 1imits on the "true"* statistical
mean would be: ’ '

e A S TS TR S CEP o
SXEESAR o @

LU, 4 [ACERU Y SR L5 AN EIACE S

*See 0.L. Davies, "Statistica) Methods in Research and Production,
Oliver and Boyd (1949) p. 249 for a discussion of probability limits.

**See A. Hald '"Statistical Theory with Engineering Applications,” wiley
(1952), pp. 311-312.




| With them limits computed 'for an instrument, site, vanalysis-day, or

* LT Iriseds W

‘agency. along with the appropriate sample size. confidence 1imits on the

,,,,,

.true mean could be computed 11 so desired - l

.oke-.

Note also that the 1limits, ‘x :tMI 96s, are not "tolerance" limits
according to the usual definition pf'"iimits which will include at least
. a, fraction P of the individual values of a population with a stated degree
- of confidence 9 " Such two-sided tolerance limits are expressed in the
'same form as equation 1, X + ks, but ‘the value of k here is different
from that in equation 1 and depends on the specified values of penulation
. fraction, P and confidence coefficient y i Tabulated values for k are
_often given** for values of P of 0. 75 and above, and values of y of 0.75
and above. For example, for sample size, n, of 13, P = 0.95 and y = 0.75,
the k value is 2.424. Thus the tolerance limits X t 2.424s, will include
at least 95 percent of the individual values of the underlying normal
_distribution with a confidence of 75 percent ,

) In a sense, the X t 1 96s probability" linits are a special type of
_tolerance limit where the confidence level is at the "expectation," or
_ hear the 50 percent confidence level (It fs not exactly the 50 percent
‘confidence Tevel because the distributions of x + ks and x - ks are not

normal for small sample sizes ) In other words approximately 50 percent
of the time, the probability limits will include 95 percent of the individ-
val values of . the underlying distribution.

*The "true"” mean in the statistical sense is a quantity the confidence
1imits for. which fncludes considerations for the variations due to
random sampling and random measurement repeatability. The "true" mean
in the statistical sense is not the same as the "true" mean in the
meteorological sense. - -

**andbook 21, "Experimental Statistics." u.s. Dept of Commerce,
National. Bureau of Standards, pp. 2-13 through 2-15 and Table A-6;
see also A. Hald, "Statistical Theory with Engineering Applications,"
©pp..-313=315. ;. - !"*#"{ﬁ'x}f"i w opdeadst
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A summary of the various probability limfts for precision. computed as’
out]ined in Appendix A.,is presenaed in Table 2 for manual methods and
automated - analyzers.he»Note that a conditfon and measure of bias or
systematic. error. is always associatedqwjth the dJ‘s and the D's, and a
condition and measure cf repeatability or random error fs assocfated with
the £ 1. 96 Sj and the k. 1 <6 S terms of the limits.

A )

e bina n ‘.‘,ii‘?‘ S A s .1.:1:,1 a‘:-w»ﬂ,

5.5 Meaning of Precision D

Table 3 summarizes und interprets the probability 1imits for precision.
The dj s and the Si's are the means and standard deviations, respectively,
for the calendar quarter for particu]ar fnstruments, particular sftes,
particular 1nstrument-site combinations. or particular analysis days.

$; represents the variability of the meas:rement process under the
most similar conditions and may be consfdered as the statistical "error."
a& can be considered in a statistical sense as a local, within-quarter
instrument bfas or inaccuracy. However, the d,'s may not necessarily be
statistically different from zero. If the aj's are significantly different
from zero, a persistent drift in instrument response is occurring, and the
cause must be identified and corrected. Whether or not the aj s are signi-
ficantly different from zero, for a particu1ar 1nstrument site, or analysis
day, the dj's will probably vary in a random way among instruments, among
sites, and among ana]ysis days- therefore, the variability of the dj s
may be considered as another Ievel of precision, when considering the
agency monitoring system as an entity.

For a specific agency S represents the "averaged" or pooled within-
instrument, within-site.‘ or .within-analysis day varfability. In other
- words, it s the agency estimate for the calendar quarter of the within-
instrument, within-site, or withfn-ana1ysis—day variabi11ty--an average
error term. o R CoE 'f WL

The D's may be considered as a with‘ln-quarter agency bfas or in-
accuracy. However, the D's may not necessarily be statistically signifi-
‘cant from zero. A part of the EPA analysis of the data includes a test for
significance of the D's. (Such a test should also be performed by each
agency.) 1If the ﬁ's'are significantly different from z.ro, a persistent

Y
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“Manual Methods and Automated Anaiyzers

Manual methods 3% & ™% wor vi eslpry itmodivt,

{nstruments for SO

for Pb).

Single Site*
. 3
‘bias between samplers,

strips or analyses
(systematic error).

agency bias
(systematic errvor)

Automated analyzers

Single Instrument® d

4
instrument bias °
(systematic error)

Agency : DJ 2

agenc& bias

(systsmatic error)

d, o

Agency D - .. t S

wﬁ

trecision (from daily signed percentago differences between coiiocated
and TSP, or from signed percentage
‘differences betweeﬁ dup?icate strips or duplicate analyses

1.96 S
i |

Z

'within-site variability,

- 1ndividual daily value basis
“ (random error)

1.96 S,

N3

. average within-site variability

(random error)

Precision (from biﬁeek1y precision checks at one fixed level)

- 1.96 Sj

within-instrument variability
(random error)

1.96 Sa
sverage within-instrument

variability
(random error)

reported to EPA.

*

s TR et
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*Limits for each instrument site, or analysis day are not required to be
However they shouid be computed for internal agency use.
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t ”from zero, ‘the. B's may vary in a i
random way among quarters for the sameiagency, therefore, the . variability
of the n's maykbe zhnsid:?Ed as a thirgklevel‘gf,imprecision.e The EPA ,ﬁ\
analyses of the data for each calendar year include a test of D, the o
average of the four guarterly D‘s for a given _agency against zero, to
detect any persistent drifts throughout the entire year for all instruments
of the same type. . " .r’ By 4' D

From the probability limits reported by an agency, one could back-
calculate the agency average, D, and the agency standard deviation, S As
discussed previously,, It the computations were made using unsigne
percentage differences, it would not be possible to determine the D and S
values:; thus, it would not be possible to determine the possibly signifi-

PRELESUL R

cant systematic agency errors. In other words, it would not be possible
to separate the systematic errors from‘th;rrandom errors.

Figure 5 graphically illustrates the meaning ‘of the calculated values
of dJ Sj ‘D, Sa, and the 95 percent probability 1imits for prccision The
individual x's represent the individual d values for each of four instru-

%j ments or sites of the example. For each of the instruments or sites, the

g‘ aj, the average of the- d‘s, represents the bias from zero, and §

H represents the variability of the d values.’ The pair of short parallel
%g 1ines in the tails of the distribution represent the 95 percent probabflity .
I

limits for the assumed underlying normal distribution of {ndividual d
k values. .
] The normal distribution shown in Figure 5 under Quarterly Report shows
D (the weighted average of the dJ s), and § a’ representing the pooled or
Q weighted "average" of the individual § values. The short parallel -1ines

in the tafls of the distribution represent the corresponding 95 percent
probability 1imits. ‘ : ‘

‘
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Figure 5. Graphical interpretation of precision data

6. STATISTICS- OF ~ACCURACY ~
‘Thé statistiés for atcuracy émployed in 40 CFR Part 58, Appendices A

and B, are discussed.
6.1 Signed Percentage Differences

As with precfsion discussed previously, the reason for using
percentage differences instead of actual differences is that actual errors
in accuracy are generally proportfonal to concentration levels, except at
very low concentrations, for a given measurement system and quality control
system. Since accuracy comparisons are usually made on a percentage basis,
for simplicity and consistency with the statistics for precision, percent-
age differences for accuracy are used throughout. The percentage errors
may be somewhat higher at lower concentratfon levels.




Also ’ as with precision discusse“qpreviously, the reason for using
signed percentage differences “for’ accuracy “fnstead of abso]ute percentage
differences is to obtain 1mportant 1nformat§on on possible systematic
errors. ' -The ca]cu]ation of the difference va1ues using signed percentage
differences reveals or high1ights anﬁ*ﬂsystematic errors which may need
investigation and corrective act16:‘to further improve the accuracy of the
monitoring data. Using the average and the standard .deviation of the
signed percentage difference values, the statistica) significance of these
systematic errors can.be determined. With absolute percentage differences,
it would not be possible to separate the systematic errors from the random
errorss”gldeaIIy, the "average signed percentage difference values obtafned
for each‘analyzer should be -zero. Where the average difference values are
significantly different from zero, the resu1t1ng probability 1imits will
be noticeably asymmetrical about zero.

.

6.2 Manual Methods

The accuracy of manual sampling methods is assessed by auditing a por-
tion of the measurement process. For TSP and Pb, the flow rate during
sampling is audited. For soz, Noz, and Pb. the analytical measurement 1s

audited. For single samplers, the accuracy is the signed percentage dif- -

ference value, which is the observed or measured value minus the known
value divided by the known value and converted to a percentage. For arn
agency, the accuracy {s the mean of the signed percentage difference
values from the samplers. :

6.3 Automated Analyzers

The audit is performed by challenging the analyzer with known concen-
trations at three levels (four levels for analyzers with extended ranges).
The accuracy at each level 1s calculated as described previously for the
manual method (Section 6. 2)

6.4 Probability Limits
The 'statistical concepts dfscussed previously for precision are also
applicable to the computatfon of probability limits for accuracy.

i
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Table 4 summarizes the various probability 1imits . for accuracy
computed” as outlined in 40 CFR Part 58 Appendix A, for manual methods and
automated analyzers.. The bias or systematic error is associated with the
51n91e-instrument and agency signed percentage differences, d.'s and D's,
respectively., Repeatabi1ity or. random error is associated with the & kS
terms of the probability 1imits.,= . o

6.5 Meaning of Accdracy

Table 5 summarizes and interprets the aforementioned probability
1imits for accuracy for manua1 methods and automated analyzers. The D's
and the S s are the means and standard deviations, respectively, for the
calendar quarter for the agency.

For accuracy, Sa represents the variabi1iuy of inaccuracies across
instruments, sites, or analysis-days. In a sense, this Sa may be con-
sidered a precision estimate. For automated methods with a well-controlled
calibration system, and with good linearity and stability over time, the
Sa for accuracy and the Sa for precision should be approximately equal.
(Whereas, the S for precision measures the average variation at a single
concentration at biweekiy interva1s, the S for accuracy measures the
variation at given concentration levels but at only one time each quarter
for a given instrument). A part of the EPA analysis includes a comparison
of the S_ for precision a'nd'the§a for'acobracy for continuous fnstruments.
If the Sa for accuracy at the lowest concentration level is significantly
larger than the Sa for precisfon, there is 1ikely to be some uncontrolled
variable existing within the calibration process, which should be investi-
gated.

For integrated sampling methods, the logic of the comparison between
the Sa/Jf for precision and the Sa for accuracy is not as straight-forward
as: for automated analyzers. For TSP, since the Sa for accuracy includes
variation only from the flow rate portion of the measurement process, this
Sa should be less than the Sj/Jﬁ for precisfon, which includes variation
from the entire measurement process. For the 502 and N02 bubbler methods,
a similar situation exists as for the TSP, in that the Sa for accuracy
includes variation only from the chemical analysis portion of the

- 33
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*“Tab!e 4" Computed Probability Linits for Accuracy For
2 Manua1 Methods and Automated Ana1yzers

R0 D ML AP NN I e

Manual Methods ‘ ‘4.,\§4%;-

:Accuracy (TSP and Pb)(from flow rate checks at a fixed level, once
. per quarter, 25% of sites each quarter)

Single Site d i

e sampler inaccuracy
(combined systematic
vand random errors)

R T

~ Agency 1.96 S,

agency bias iw AT R Y.total varfability
(systematic error) S including between
- sampler inaccuracies

Accuracy (NO., SO, and Pb '“Each Levelv(from analytical checks at
least twice per quarter)

Single Analysis Day vdi
daily inaccuracy

(combined systematic
and ranoom errors)

Agency D % 1.96 S,
agency bias . total varfability,
. (systematic error) - including between-

~day {1naccuracies
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“;; TABLE 4 (Contd )

RraeRy

N

Rccéric&. Each‘Leve1 (from ca1ibration audfits once per quarter.

"25% of . 1nstruments each quarter)

5 1nstrument inaccuracy
s : (combined systematic

Pole and random errors) -
it N .‘ i W : PN Lo ‘
- b i . .
Agency - 3 1.96 Sa
- i " :
' >k AN

agency bias = " total varfabilfity
o © (systematic error) including between
bl : TR . instrument {inaccuracies
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measuren:' ‘process.v If S for ac Eiacy significantly exceeds S /JZ for
precision. “the calibration process “for the method fnvolved {s not well-
: or” “bb‘;‘%"b‘&‘%ﬁ"t’i{{‘:‘f’1‘§"‘“"‘“ate and ana'lytica'l portions of the
audited§gr8ut theﬁrlzéi ;tgiiudits are combfned with the TSP

‘data dhd Aot reported 1nd1v1dua1ly for Iead ”f,{; :
:'lﬁt‘l_ o ik _ ) " R R ”

S 1gure 6 graphicaIly i11ustrate h;ﬂmeaning of the calculated va1ues
ot d D and Sa. ‘and the 95 percent probability lfmits for accuracy. For
accuracy “at 'a” given leve1 { the 1ndiv1dua1 audit results. d, for four
instruments or sites are represented by ‘the x' s.  In accordance with the
minimum requirements of the regulations, only one audit value (for a given

leveI) is shown for each 1nstrunent orwsite. ; -

Under Quarterly Report is shown the same four indfvidual x or d
values, with the D and S calculated from the individual values. The 95
percent probability Iimits are shown by the short prrallel lines in the
tails of the distribution.
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Figure 6. Graphica] 1nterpretation of accuracy data
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aThe precision and.accuracy data obtained by the networks and reported
EFAN i&%g R0 WAERENT TS hc%wgcg MR oy S, kgl

to EPA are of considerabievxalue to varigus organizations. These estimates
! Magr - W s e iy Ve ad

wi]l be heipfui to the user of‘routinsanonitoring data by providing the
user with information on the ‘quality of the data with which he is working
The estimates are yaiuabie to EPA in obtaining M'real world" information on
the precision and accuracy of the reference. equivalent, and ~approved
methods. The data should aiso be of particular interest and value to the

originating agencies as 2 suppiement to the routine quality control system.

7. 1 Originating gencies ‘ 0 Sk S . >
7.1.1 Supplement to Internal Quality Control - The measures of precision

and accuracy_ are -obtained _by each network in the form of probability or
»controi chart-type,]imits that can and shou]d be used within each agency as
suppiementary information for internai qua]ity control. The precision and
accuracy information obtained within a network on a given site or instrument
can be used for local quality control purposes for the particular site or
instrument. It is important to emphasize, however, that the precision and
accuracy checks required by Appendix A do not obviate the need to mafntain
a routine quaiity control system. . The precision and accuracy checks are
too infrequent to be adequate for day-to-day control. Furthermore, the
precision and accuracy results should not normally be used to make any
after-the-fact adjustments or corrections to the measurement system or to
monitoring data. . Excessive deviations, however, should not be ignored and
should trigger {nvestigative action.
7.1.2 Control Charts - The resu]ts of the precision and accuracy data
can be piotted on various control charts.-‘As stated above, the results of
the precisionfand accuracy checks, if used in a timely way, can constitute
a valuable supplement to normal routine internal quality control checks.
With the increased fnstallatfon and ise of ‘computers for acquisition
and/or up-to-date storage of monitoring data, the computers could also be
used for the acquisition and/or storage of the precision and accuracy data.
Further, the computers could be programmed to perform the necessary cal-
culations for precision and accuracy reporting and could also be programmed
to plot the control charts in real (or near-real) time.
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eneral the,control chart

e /" w

. ﬁ 3
j limits exceptvthat the 1 % value will be replaced by a 3.0.

, o%an'expected 2?.
ho i I e el ¢ by
o ba" 5 g=limits along with the "3-sigma"

used as. "Z-sigma |

LT e ZXEN e By ohbi e Sog s RS
o _‘In the case of manual method precision, the J2 factor
e st;gotggncluded because the points to be plotted will be the percentage
o differences, which include variabilityqlfrom the imprecision of both
samplers;i Also. since the intuitivegy expected values for dj and D are
e zero fo qprecision .and accuracy,sthe centerline for the control charts
5should be zero.. Table 6 describes control charts which can be plotted

o forwthe individual precision checks and accuracy audits.

IR

. Although the prime objective of the precision and accuracy audits it
to obtain an assessment of data quality, a number of statistical control
charts can be maintained to provide some supplemental long-te internal

- control., With control 1imfts established on the basis of past history (at
least one quarter for precision; at least one year for accuracy), future
‘data values can be plotted to detect significant changes from past

_experience. Control charts could be plotted with the D values to detect
.within quarter biases. Similarly, the quarterly values of S could be
plotted to control or display the variability aspects of the measurement
systems. : -

Consult Appendix H of the Quality Assurance Handbook for Air Pollutfion
Measurement Systems, Volume I, Principles, -EPA 600/9-76-005 for further
details on the construction and use of'control charts. Also, the analysis
and interpretation of the results from individual accuracy audits are
given on pages 86-9, Section 2.0.12~of Volume II, Ambient Air Specific
Methods, EPA 600/4-77-027a.

7.2 States and Regional Offices

a The'precision‘and accuracy reports will be helpful to the states in
A comparing these measures of data quality from the networks within the
States. Similarly, the EPA Regional Offices will be able to make

Cread™ . Lol
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sed of further improVement in their

Evaiuation of the precision andhaccuracy data is important to EPA -
(EMSL, Research Triangie Perk"North Caroiina) in its roie of responsi--“'
'biiity for quaiity assurance of‘air poilution measurements. The precision
and accuracy data wili be used to (a) determine possib]e needs for addi-

‘;‘ki'-‘&.-r
A\l

particuiar measurement methods, (b)ﬁ indicate _measurement methods, * or.
portions thereof which may require improved qua]ity control, and
(c) indicate . particuiar agencies, ‘States (> or: Regions that may require
technica] assistance or improved quality control "In ‘other words, the
precision “and’’ accuracy information wi]l enable’ comparisons to be made
" among measurement methods. and among networks or other organfzational:
entities for purposes of identifying possible areas in need of improvement o i-,ﬂlt
of data quality L R ‘ ' - -

with knowiedge of the precision and accuracy information. EPA could
consider appropriate statistica1 allowances ‘or” risks in 'setting and
enforcing the standards, and in developing cortr01 strategies.

_-.

7.4 The uéei‘

. T

)
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|

Users of monitoring data'maintained in the “National "Aerometrjc Data
Bank (NADB) receive, along with the monitoring data,’ the precision and
accuracy data’ for ‘the corresponding reporting organizations and time
periods. Know]edge of the precision and accuracy "data assiéts the users.
in their interpretation, evaiuation, and use of the routine monitoring data. -

8. SUMMARY OE‘ANALYSIS‘OE_PRECISION’AND ACCURACY . DATA .

To assist Regions and States in making the above comparisons and in
performing other anaiyses of the reported precisfon and accuracy data,
EMSL/RTP prepares evaiuation “and” summary reports covering each caiendar

Lot a0
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.requirements _’for SLAMS and PSD.
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major simi‘larities end differences of the

.i MU
A

i eV

“‘the same in that both require:

~\"The deve'lopment
qua'iity control’ programs el St g

' (65' The "assessment of oate que'lity jfor precision and accuracy.

(c) The use of"’ reference, equivaient “or approved methods.'

(d) " The use of ce'libration standards traceable to NBS SRM's or aother
j.':f*.“ primary standards. S T s

(e) The participation in EPA performance audits and the permission

| for EPA to conduct system audi ts.

lL '

The monitoring and QA responsibiiities for SLAMS are with the State
or local agency, whereas for PSD they are with the source owner/operator
seeking the permit. The monitoring duretion for SLAMS is indefinite.

_whereas for PSD the duration is usuaﬂy up to 12 months. Whereas, the

reporting period for prc:ision and accuracy data is on a calendar quarter
basfs for SLAMS {t is on ‘a ct....inuing sampling quarter basis for PSD,

" since the monitoring may not commencu at the beginning of a caiender

quarter.‘- For examp]e, rthe reporting quarters for PSD might be March
April, May; June, Juiy,‘ August‘ ete. %

R N e
+ . }.'»

The performance audits for PSD must be conducted by personne'l dif-
ferent from those tho perform routine span checks and calibrations,

whereas for 'SLAMS, it is the preferred but not the required condition.

' For_PSD, the audit rete is 100 percent of the sites per reporting quarter,

whereas .for SLAMS it is 25 percent of the sites or instruments. Note that
monitoring for SO2 and N()2 for PSD must be done with automated analyzers--
the manual bubbler methods are not permitted..

R "
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bl 7. Conparuon of QA Requirement: for Append‘lx A B
m% (sLAMS) and Appendix B (PSD) 7 it 1] :
T ey B g Jaywoes FRESTRE ANV IR DO

Topic LS *q-aﬂxAppcndix A;,,,,,_A

e K AN

HoM torfng
. Dureti on

QA leport‘lng
* Perfod
Accm-ecy '
Assessment
L Audits

.

" Audft Rate
~Automated
-Manual

- Precision
; Assessmert

.« =Automated
(precision
gas check)

‘ =Manual
- (collocated -
senp“ng) .

. o Reporting

1.: nevelop and 1np'lenent an approved quality control i

State/ Local Agency'

. $tandards and equtpnent
"different from those used

personne1.

. hppendix B . Gy

ogr “,'-,;l« oF 1\, r'.,"“

pr
- 2.‘ Assess date quthy in terns of precis‘lon and accuracy.

" Use reference, equive'lent. or epproved methods.
“.Use traceable standards, -

’!
5 ~ Partfcipate {n EPA perfomanee eudlts end pel'nit. EPA 4

'to perfor- systes audits T

».‘«, 1 %

" Source Owner/Operator

Indetinttely " Up to 12 months

Calendar quarter Samp1ing quarter

Personnel, standards, and
equipment different from
for spanning and cali- those used for spanning and
bration. Prefer different ° calibration.

- . - i Y
IO S s

25X per quarter © "7 100X per quarter
Hi-vol and Pb - 25X per .- 100X per quarter

quarter, -
S0 & NO, - Each analysis (No manual soz or Noz

day, at ?east twice per permftted).

quarter,

S

One pofnt precislon check biweekly - more
frequent encoumged. Independence not required,

s,

Two sites, every sixth day,
or at least once per week
for NO,, SO, and TSP.

One site: at least once per
week or every third aay for
dally monitoring (TSP

Duptichte strips or ."_. and Pb).
quots for Pb.
" By reporting orgeniution. By site.

4
-
3




SRR
he . requirements
iSRS

. "’L S
»th;e%same.; 167 Both. SLAMS ‘and. pso :

T 1ok for\manuaI methods, on'ly one
'1swrequ1red'rfor PSD and tne frequency is once per week_,-'

CoE e

i r(\;\m’ Vo

f eve'ry'si)‘(th day as:'ls ’;ual for SLAMS S

dafth gt Prs)

The precision and' accuracy‘ data for PSD 1s reported separately for

AL *1"«?---'- Adﬁﬁwﬂ“

organ1zation..,_ ;

s s, ﬁﬁ{ﬁg ;gﬁggg@ e :
It shou1d ;.be recognize(i w;tha J;%the grequirements of Appendix A and
DL TR £ PR R 2 A pra e PR ST

Appendix B ﬂare mininﬁt}méz«requigments. i ‘_I'he permit-granting authority

e

for. PSD mey \Hrequire more frequeng; or‘ wﬂorer‘stringent requirements than

stated 1n Appendix B. A'lso. the, Reg ona'l Offices may require more frequent
or more stringent requirenents for SLAMS tban'those stated in Appendix A.

-




reguﬁ_;ion (40 CFR Part 58) with region, state and local agency personne1
;During ‘the’ _conduct of the workshops nimerous - questions were raised by the
,regionaI »state and local agency: personne] concerning interpretations of

-5+ the arequirements and guidance for 1mp1ementing the requirements of the

. regu]ation 4n special cases and circumstances. This section presents the
.. questions raised and the answers given.. ‘

1. - Q. What is the relation between the Quality Assurance Criteria
(QAC) program and the Precisfon and Accuracy Reporting System (PARS)?

A. The QAC program was designed as a qualitative means of

M"scoring" data quality from knowledge of siting, probe locatfon, measure-
.. ment method, etc. (i.e., technical -ériteria) with judgmental weights.
The QAC program was intended as as interim method of judging data quality
for past periods until the PARS system became effective, January 1, 1981.
Unless required to be continued by the Regional Offices, the QAC program
has been terminated.

2. - Q. Are video tapes available of the Regional Workshops conduct-
ed by EPA (EMSL/RTP and 0AQPS) on regulation 40 CFR Part 58?

A. .Yes, a series of color video tapes on the regulation
covering condensations of the material presented at workshops by members
of the EMSL/RTP and OAQPS at each of the ten Regions is available on loan
from the Air Pollution Training Institute, EPA (MD-17), Research
Triangle Park, North Carolina 27711. These tapes provide a systematic
review of the requirements of the regulations, including those portions
dealing with the precision and accuracy reporting (7).

3. Q.ug.The’regulations (CFR Part 58, section 58.23) require that

SLAMS be: fully implemented, including the requirements of Appendix A, by
January 1, 1983. The regulations (section 58.34) require that NAMS be

45
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Section 4:1 ltof Appendix A requires precision data from a]l approved -

SLAMS anaiyzers:f Section‘4.1.2" of Appendix A requires accuracy "data from
»all. ggroved SLAHS ana]yzers.f‘The instructions for Form 1 (Appendix A,
~:Section.5. 3. Block"No"15*17) state: that only approved analyzers in the
'network; ejcounted and’ reported (1): What 1.~any, is the difference
between-'approved and reference‘ or: equiva]ent ‘methods?; : (2) What
analyzers/methods are to be inciuded in the precision checks "and 1accuracy
audits and reported? and (3) How does the difference in the {mplementation
dates (January 1, 1983 for SLAMS and January 1,” 1981 for NAMS) affect the
“requirements for precisfon checks and accuracy audits and the reporting
thereof? ‘

A, (1) An approved analyzer {s a reference or equivalent
method or an analyzer otherwise approved under 40 CFR Part 58, Appendix C.

(2) Reporting of precision and accuracy data is required
for all reference, equivalent or approved methods used at designated, fully
approved, and operational SLAMS sites.

(3) The results.of the special checks for precision and
accuracy for both automated ‘analyzers and manual methods are intended to
represent the precision“and'accuracyffor’the entire reporting organization
for the SLAMS network. Since the NAMS s a part of SLAMS, the same
precision and accuracy data represent the NAMS as well as SLAMS. Further,
the intent of the regulation is that the documented QA system (see section
2.2, 40 CFR Part 58) applies equally to NAMS and SLAMS.  In other words,
the QA system for NAMS is to be no different from that for all other SLAMS.
NAMS sites are to receive no specia] treatment with respect to QA.

4, Q. -Will EPA certify commercial supplier cylinders or permation
tubes for users? C ‘ .

A. “Yes. EMSL/RTP currently provides - service of certifying gas
cylinders, permeation tubes, and flow measurement devices at no cost.

.46 '
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The
QA for the meteoro1ogy measurement systems should be 1nc1uded 1n the

i'.documented QA p]an, A guideline document "Quality Assurance Manual for

;‘vMeteqr01091ca1 Monitoring Systems" {s currently in preparation.

i I L B . IO S

N QV'V.Where fn the regulation.is the form for reporting PSD

M

precfsion and accuracy data?

P

N M . ' B
sy Yoo el s

iAo There is no spec1a1 form 1ncluded in the regulatfon. How-

| . ; ever, Form 1 could be modified for use, A separate form, however, would

. be_ required for each site.  The permit-granting authority should spec1fy
the format for reporting PSD data '

7. Q. If SLAMS data are used for PSD purposes, must the precision
and accuracy requirements for PSD (Appendix 8) be met?

, A. If it is p]anned in advance by the permit-granting authority

to use data from a SLAMS site for PSD purposes, i.e., the same site fis
used for both SLAMS and PSD, then it must meet the precision and accuracy
requirements for both. Special considerations or decisions may be made
by the permit-granting authority to use data from SLAMS sites.

8. Q. (a) Can the flow rate audit for TSP be performed in the
laboratory or must it be performed in the field? (b) Can the precision
checks and audits for automated analyzers be performed in the laboratory?

‘uafﬁjgﬁm;}'ﬁ i xﬁs‘ 'E TR SUPNIEL S :
o ?.,;» (a) The flow rate audit must be performed in the field
with . different equipment than used for calibration. (b) A1l precision
. and. accuracy data are to. represent field monitoring results. Consequently,
precision and accuracy checks for automated analyzers must be made in the
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"NOTEﬁ?‘By'defin{tfon precision'data for manua1 ‘methods ' result from
~f1e1d sampling 0n1y the accuracy audits for the SOZ, NOZ’ and Pb manual
methods ‘are performed in the laboratory o ‘

B "‘x; ,‘\ r }‘-- 1 ! ye ..\,.::‘ el t“!.":&l' :

'9?:ﬁ*Q Can “the results of ‘the precision and accuracy checks be

'used as a basis for fnvalidating routine monftoring data?

4 d e ‘ﬁ‘%“d» 7_'-\ l'é"‘«‘t’u.'vn'l;‘l .g.t_‘v,:‘,n R

EREDE A‘* The 1ntended use of the precision and accuracy checks {s
not for use’ as “‘data’ va11dation or invaIidation checks. ' "Each agency should
have developed and 1mp1emented a separate system for routine use in per-
forming the . data validation function and “which should include various
types of checks with associated va]idation/inva]idation criteria.

_ It is possible that after a sufficient history of precision
and accuracy data (e.g., after a year)”hauejbeen accumulated, these data
could; with ‘appropriate statistica15ana1ys]s,‘proyide a basis for being
used as validation/invalidation criteria, as a part of (in addition to)
the routine data validation system. '

If, however, precision and accuracy data are used to
invalidate routine monitoriny data, all of the monitoring data from the
particulat site or sites {instrument or instruments) involved should be
invalidated back to the last "acceptable" check of the same type. In
such a case, the results of the precision check or accuracy audit involved

"~ should not be 1nc1uded in the ca1cu1ations for reporting precision and

CLiew e ,}g é‘;- [
accuracy data. I

- PR E

10. q. Precision checks and/or accuracy audits may have been per-
formed during a period for which routine monitoring data have been invali-
dated for cause. Shou1d the resu1ts of the precision checks and accuracy

Y

audits be reported?

oA v _amE it oy,

A. Not if routine monitoring data obtained immediately before
and after the precision checks and accuracy audits, were invalidated for
reasons that could have adversely affected the precision and accuracy
results. The audits should be repeated as soon as practical after the
fnvalidation of the monitoring data.
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Although .he reguﬁations require on1y one: accuraqy audit
i S el g A ,w“‘“-vm e
tor atediane1}ze 'eachhguarter. an agency may decide to
y-z‘érﬁﬁ‘gr: "éhan oncewduring a quarter :In equations 8

d R S 4 Kk AL

ﬂﬁsxx:J¥,QA¢ With more than one audit‘onﬁa given ana1yzer, k. is the

~f5_nunberﬂof;audits performed. For example, if two analyzers are audited--
one twice and the other three times--the total number of audits is five.
Therefore,;k,isgs, which should be used in the calculations and.reported
in BIocks'36-38 on Form 1 (front).*iThe same procedure would also be
used for audits of manual methods. .

P Qg, .On Form 1, the upper portion of the leftmost block in each

= group of blocks. used for the reporting of the probability limits contains
small. +/~ signs Are the 4+ or - signs whichever applies, to be circled,

. or should a larger + or - sign be written or typed in?

A. The 1ntent of the +/- signs was to remind those completing
the form that efther a + or a .- sign must be entered preceding the two
digit value. On some of the forms, the +/- is very faint. It is best
to enter a large + or - sign in the block, rather than to circle the

appropriate sign, or to delete the fnappropriate sign.

13. .Q. Does EPA provide any guidance on the conduct of independent
performance audits?

. A..  Yes. Details concerning the conduct of performance audits
.for the TSP flow measurement and forvautomated continuous methods for
sulfur dioxide, nitrogen'oioxide. carbon monoxide, and ozone are provided
in the EPA Quality Assurance Handbook for Air Pollution Measurement Systems,
Volume II; Section 2.0.12 (5). Wk el

14, Q. Exactly how are precision and accuracy data to be computed
when the samplers or analyzers may be changad at a given site?
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ico1Iocated $

each quarter.,,"v "

Combine therresultsﬁas specified by ' the formulas in Appendix A or B. In
formu1as 4, 4a.’5 “and’ Sa, k 1s the number .of analyzer-site combinations.
"“Manual methods - COmpute resuIts individually for each
Whether”or not changes or rep1acements have been made in

‘the’ sampIers during the quarter. Compute d and s for each collocated site.
: Combine “the resuIts as ‘specified by the formulas in Appendix A or B. In
'”*formu1as 4“43, 8, and 5a. k 1s the number’ of co11ocated sites.

HORE S [T S A 7 o F "“ ¥ ","“ F:

R ENIICY

Accuracy Checks
~ Automated methods - Idea]ly, each analyzer-site combina-

~ tion 4n actual use to obtain monftoring data during the calendar year

should be eudited Due to changes of analyzers at given sites, this will
result in more combinations than there are sites.
“In practice, by the end of each calendar year, each

‘ analyzer which has been used for routine monitoring should have been
audited and each site should have been audited.

2 In planning for auditing, the "25 percent rule" should

take the above 1nto account, "7 EWEY Tam e

SiyL et ww I A e
BT re Phaen ‘-u?.i..{' P o i

Kich Manual methods (TSP)j- Although samplers or motors may be
changed at given sites during the calendar year, it is considered necessary

“only ‘to “audit 25 percent of the ¢ites each quarter, as a minimum. Ideally,

each sampler-motor combination used to obtain routine monitoring data
during the year should be audited.- Normally, because of motor brush wear,
motors™ or brushes are rep1aced approximater 3 times per year, with a
once-every-sixth-day schedu1e T '

‘15;* Q. In addition to the audit levels specified in the regulation,
an agency desires, for its own purposes, to audit at other levels. Are the
audit results at these other levels to be reported to EPA?

‘. :‘f"la" ,4




:No ig.’_Oniy; he' results at the levels specified n the regu]a-

Tists 4 : xiﬁf S

zfported togEPA?cannot be used directiy 'fn relation to compliance to air
qua]ity standards or “to “attainment/non-attainment for several reasons.
First compiiance standards are determined from site specific information.
Any cons1deration ‘of precision and accuracy data would be limited to the
specific sites and time periods invo]ved Such data would be available
only at the local agency. o
‘ “'7“ﬁ} ghimqkFurther, to be reiatabie to a standard, any precision and
accuracy data would have to. be appropriate]y "transformed to (a) the same
time-averaging ‘basfs as that of the air quaiity standard and (b) to the
same ' po1lutant concentration Tevel “‘as the standard on measurements
obtained o T o
o “In the determination “of attainment/non-attainment other
re]ated information may need to be considered, such as
' ‘a. Time serfes history and continuity of the pollut-
ant measurements at the site(s) involved
'”_- b. Aggregate frequency distributicn of the pollutant
B ‘measurements on the same time-averaging basis as
" the standards at the site(s) involved
c. Meteorology
d.  Frequency of non-compliance to standards
Magnitude"of exceedance of the monitoring data
above the standard.

Tne‘requirements“for‘qda]ity assurance data on precision and
accuracy were not established for purposes of relating the information to
' standards or to attainment/non-attainment but rather to obtain some

measure ‘of data quaiity and to improve the data quality from the nation's
monitoring n tworks, where indicated by the precision and accuracy data.

e Until appropriate statistical procedures are developed, the

probabiiity 1imits ‘on’ precisfon and accuracy can not be used directly with
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,udeter;(migning attai nment/non-attainment -
ﬂ,(rrv vi“‘cc o T
-are not _confidencej

X4 ‘r* L

; ’b‘sgta,; b S B P
xéprobabil;ty% limits n
B T AR S G v

Yimits on. true pollutant concentration levels

o -Section 5 2 of Appendix A of- the reruiation specifies that :

?Nl-«% 0, ; S »hvwh‘hﬁ e Lug-.{\,f Trad sk

‘-’_{"simple unweighted ar\th'..otic averages of the probability ‘Iimits for _
- ,preci_sion “and” accutac:,'ifrom the "four quarterly period, ‘of the calendar_

i J.(»—fntﬁ \,~ 3%,
;year"&: ge - fomputed and reported with the annual SLAMS report. Why are
- the’ res_lt *of the precision checks not weighted using formu"as 4a ‘and 5a

of section 4 1 1 (b) as is required for quarterly reporting? Also, why
are the results of the accuracy audits '1ot weighted?

T et el LOEA e et

A. The major reason for’ computing the annual 1imits in this way
was the simplicity of the computations--aimed particularly for agencies
without sophi st‘cated computing capability. = et

S ' For annual precision limits,“ it uay be more statistically
correct to compute the limits weighting the results from each site or
{nstrument for the entire year by the number of precision checks made on
each site or fnstrument by using formulas 4a and 5a. However, it is doubt-
ful that, from a practical standpoint “ there will be appreciable differ-
ences between the limits calcualted by the more complicated weighted
procedure and the limits celculated by simple averaging.

For the more complicated weighted procedure to be more

U ST\ -'_

1 correct statistically. it must be assumed that the ratios of the numbers of
| precision checl:s ‘at given sites o‘r? i”nstruments during the year to the
1 number of ambient pollutant data values reported from the sites or instru-
ments during the year, -are essentially the same.

‘ For the annual ccuracy probability 1imits, it would be most
'correct statistically to compute the 1imits by using the results of all
audit checks made during the year whether or not multiple audits have been
made for a given instrument or site during the year. The computations '
would be made using equations 8 and 9 (not equations 4a and 5a) using aln
of the audit data for. the year. Here again, it is doubtful that the
results will be, from practical standpoints, appreciably different from
.those using the simple averaging method. The results of accuracy checs

are aimed primarily at measuring the correctness of the calibraticn system

Y e
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the °a11b'atf°ﬂ systen, whether or not nuitiple audits of the same site or 3!
instrument are performed during any given quarter, or during the year. o
' In effect, the sites or instruments which have been audited =h

. more than ence ,are given additional  weight by inc]uding the individual jﬁ

- Loy ‘c"

' resuits of each audit I "
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f& S NFIB.Q“'Q:rn For resu1ts of the manua1 methods,;it is stated that at
.4 ieast 25 percent of the high-voiume and Pb samplers (Section 3.2.2 (a) of
App dix A) be audited each quarter.;,Is 1t ‘required that the duplicate
sampler in the case of collocatedlsites‘be_inciuded in the accuracy audits?

v A <No. It is not - required that the duplicate sampler be
audited Since the designated sampler will be audited, paired data from
the .twe_ﬁsamplersm are avaflable from the precision check for accuracy
comparisqn:; Heuever{,theiiocal;agency might‘consider_it desirable to audit

i?f the duplicate sampler.

2 19, Q. Section 2.3.3, Appendix A, 40 CFR Part 58, states that flow i
Fn measurement equipment must be traceable to an authoritative volume or other - g
iﬁ_ : standard ;g'Wi1l the use of c1ass A volumetric glassware satisfy this ;

requirement? "

5 Ay ,Yes, 'if r;i .is of sufficient size. For example, when
checking aﬁwetrtest met ;jhaving a. 1 liter per revolution dial, a 2 liter
(or Jarger) vo]umetric flask shou1d be used... Other means of satisfactory
.traceabiiity;are (a) commerciaimNBS-traceable bubble meters, or (b) mass
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_ﬂgﬁ‘areﬁfhe'results“'alculated?“ 3
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for automatic start and stop?

»
B

R yEs

A“*35‘Ideally, they should be operated as independently as
possible to involve all of the varfables in the measurement process. Some
Regions require that the collocated samplers be independent to the degree
" that they are plugged into different ‘electrical outlets. However, since
timer’ variation should be small, a common timer may be permissible by the

% Regional office or permit-granting authority R o é'
§ gt !'1‘16 some cases, for PSD sampling, as many as 4 (or more) '
}2 high-volume samplers may be used with ‘automatic start-stop timers at a .
{g' ‘given. Teite¥in order that the samplers may *operate unattended for 4 (or ‘
{i_ " more) successive” days. Must ‘the collocated (duplicate) sampler always be

?{ - used with the same designated sampler? o

; . . R

) A No. Thom bt

' Rk R EEE (R - RAR R TR M ) |

;j L3, QM Must the"duplicate sampler, in such a case, always be the

52’ . same sampler? j

525 ‘7 No;' but it would be desirable. - 1f different duplicate D
}?L samplers are used during a report quarter, the results should be examined : %
i separately for each duplicate sampler. = ?,:‘ 0 i“g

———— e

. - ~‘»5ﬁ"‘
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For manual methods, Form 1 (back) requires the number of
samplers of‘each type which tre operational in the network to be reported
in Blocks_‘15-17 - Are .the duplicate samplers for each collocated site

The intent
{ ’at which .the ‘manual - samplers
(reference, equivalent or approved methods) are being operated

;iiiwi'f‘k Yes, although it would be” best to change only at the
beginning of a calendar- quarter or- a calendar year. If-a change-is made
within' a. calendar quarter, the new _site, or sites, shall be treated
separately for calculation and reportinﬂ rurposes. Thus, if one of two
collocated sites is changed during a quarit" the results shall be treated
and calculeted as three. separate sites. ug? TR |

RN #var For local quality control purposes, different biases (and
variabilities) might be expected at the new site compared to the old site.
Therefore, the results should not be combined when calculating the averages
-anda standard deviations for the. quarter.; Similarly, if quality control
chartStare maintained--as they “should be--at - the local agency, it may be
necessary to establish new control limits for the results from the new sfite.

_ ‘the case of coilocated'sampiers if eithnr the designated
o duplicate sampler gives results. that are below the minimum detection
limits, should the precision data be reported?

55
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“data must ‘not be reported if efther the
udesignated sampier resu]t or the dup]icate sampler result fs below the

detection i‘nit.L ‘Also note that if a pair of values are not reported,

it .is not to be counted in the "No. of valid collocated data pairs" entered
-1n blocks- 58-60 “Form 1 (back). Further, the entry for blocks 30-23 "No.
of collocated: samplers < 1limit" must include only those readings from the
designated sampler that have been used in the computation for precision.
precision. 'Note that the iimits given on Form 1 in the block and appiic-
able to data biocks 20-23 are not the detection limits. :

' " The determination of the 95 percent probability limits for
precisiowuin no: wayuchanges the reporting requzrements of SAROAD. AN

datafuregardless ofrconcentration*“shall continue to be - reported in the
standard manner -~} T Tt

¥ T :282*55QI€ ’!If past precision resuits from coliocated sites are used
; to establish data validation limits,* and the precisfon results for a

given:day - exceed the: established limits, should ‘the precision data be
i : reported? YEOIAT o lis

S AR K

- :

4 : ?wniA i If the. established data validation 1imits are exceeded due
jQQ to excessiVe ’iack of agreement . between the results of the collocated
i e samplers and the resuit from the designated sampler is not reported (i.e.,
the’ vaiue has been invaiidated). then the results must not be included in
" the! computations‘foagreportingaprecisiono <The monitoring data: from both
the- designatedfgg;ple “and the duplicate sampier should be invalidated,

i.e., neither should” be reported asfroutine monitoring data. - .




;specffy the

‘gh-vqume sampierdt

.equ1vaTent method?..g i

o SR AR AT -’

1The high-vo1ume reference method does not restrict or
:orie'tation of the ridge of the -roof with respect to _compass
directfon, with ;respect to the direction of predominate . wind, or with
respect to any other reference. Un'less the region, state, or local

,agency,,has st1pu'|ated some requirement on;: the, roof orientation, as for

any : 1nd1vidua1 high-volume.«sampler, rthen ;the roof orfentations of the
co]]ocated . samplers - shou]d,‘not be - restricted The roof orientatfons
should. occur An whatever (random) direction results from the installation.
In. other words, .. roof orientation, .varfability .js a part of the method
variab1lity,g;and.wthe -two . colIocated . samplers should not be made more
alike than would ‘result if they were fnstalled separately as individual
samplers without regard to the other.-ﬁh P
- 's...:iaq’\u{g_ SETEE. H.z LY Rl “’5;,;‘.3.» i

5,ZQ35 win EMSL/RTP supply excess bubbler so?utions (QC reference

samples used 1n EPA performance audits) for use as audit materials?

"

.$:1 I - ({: ‘:,:‘ " "'2.:.‘: .

S L CRN RS

*NOTE: Anyfsuch: ata va11datfon limits should be specified in the agency's

rrrrr

’rtier tte occurrence;of an ‘excessive: .lack of agreement should
rafse questions concerning the va1idity of data acquired previously, and
should fnftiate some corrective action 1nvestigation.

A.documegted u 11tx§contro];program subject to approval by the EPA Regional
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/examoi fisuppose wor has a‘t 'ai of 16 hi- vo.s. 12 of which are;L

"qn Tl Y "

used for TSP*and{k“of which are used for lead.‘fMust one of the 4 hi-vols

“'a d"?' oi

,to_monitorxiead be audited each quarter?' Or could the 4 hi-vols used;g,x‘

AR L N

o*monito “Tgad be g\ouped with the 12 hi-vois useu to sonitor TSP so that:?
each quarter, 4 of the total hi-vols are audited the ones used for Tead

being audited random]y within the year? ‘1,~-‘ : e .
‘ ‘*"““'“4? (b) In some cases, *the' same hi-voi samp]er may be used for
both TSP and iead . Does this mean: that.such samplers must be audited at’

Ieast twice each year. once for TSP and once for Iead? e
:f FA§X“ Ak& a‘*;wec,~w

foru TSP but wili be’ considered as

SRR N

representative measures of the prec‘sion'of flow measurements for both TSP
and Pb e r0«~_' ‘ 4 ; P

R "a(b) No. If a sampier is used for both TSP ‘and Pb, it need
be considered only as a sing]e site for auditing purposes._ '

) wmbRaies Al e iy g L

= 331”’05” ‘Since*the requirements of"the regulation are considered as
minimum requirements, some agencies ‘may - decide, or some Regional Offices
-may require, the use of coiiocated samp]ers to estimate precision for Pb.

. If so, how wili this fact be indicated? . . S
R ‘*f‘l m b‘:sf -‘w} A M PR P S I 2 “q ».iuxffx. O STeaE

'fA e, 1t‘shou1d be indicated by entering a written note on Form 1

beneath*datalbﬂocks 24-29 (for Pb) stating "dup samp]erS'" ;
ot BRRRIRe T i EH o
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»value and ;the, second as the duplicate

& Signed percentage differences of the results from collocated

Q. entage,d
tri‘gr&&.
__i_gn_@ L ﬁ R

NS R Sk
mﬁtMc'i"?iff rizceglfor%Pb results to be assigned?

s RF x

,A%!32&aﬁ

strip,within the filter. can be considered the "designated" value and the
other, the duplicate Once the designations are made, the same designa-

tions should continue to be used

o

~

‘single strip, the first analysis should be cons.dered as the "designated”

= )-41

e‘f “-‘ ""“(i ’ﬂr oept ',r.‘.ﬂ ;h: s A'."'
35...Q. , For lead monitoring, some states and local agencies prepare

‘and analyze composite samples formed by combining strips from a number of

filters. In such cases how should the precision data be obtained?

St . ,; M :
A. The recommended procedure would be to prepare two separate
composites and analyze each independently The signed percentage differ-

- ences would be obtained by subtracting‘ the first analysis result from

the second and dividing by the first value;w,lhe first analysis value would
be considered as the designated and.reportable'value. Equations 10 and 11
of section 4.2.1(b), Appendix A, would be used in computing the appropriate
probability limits. If such a compositing procedure is used, that fact
should be indicated by entering a written note on Form 1 beneath data blocks
24 - 29 (for Pb) stating "duplicate’composites”.

'36. Q.  Some agencies have automated analyzers (05, S0z, NO;) with
ranges as high as 5 ppm, and some use ranges 2s Tow as 0.5 ppm. At what
Tevels should the precision check and the accuracy audits be performed?

- A, The levels of the precision check and the accuracy audits
must conform to the levels .specified in the regulation. Therefore, {f the
range - of 0,3, 502, or NO, analyzers equals or exceeds 0.08 ppm (8 ppm for
o), . the precision check can be performed within the specified 0.08 to
0.10 ppm levelg(B to 10 ppm for CO).

precision estimates for Noz. soz, and TSP.  How are -

uplicate strips, one of the strips, by location of the -




ranges,’if equipped with a range “selector.
ror example?ﬂif a 502 ana1yzer equipped with a

' ‘A W
s ope?ate; with a O 50 ppm range for routine monitor-

at both range settings, tnenﬁthe ana1yzer should be calibrated separately

E SN x'h.'

.......

“'on each rangeNSetting In this case. the ana]yzer is audited at three
range setting and it wi]] be audited at’ four 1evels (0.03-0.08 ppm, 0.15-
0.20 ppm. 0. 35 0.45 ppm, and 0.80-0.90 ppm) on the 1.00 ppm range setting.
'Thus. it w111 be audited at seven conditions, and the results will be
reported according1y If the range for 03,'502, or NOZ exceeds 0.90 ppm
(even asaﬁigh as 5 ppm or 10 ppm), ‘of 'if the range for CO exceeds 90 ppm,
‘then the aud1ts are required at the four levels specified. No audits are
zw;requjred to be reported at 1eve1s higher than 0.90 ppm for 03, soz, or NOZ'
or higher than 90 ppm for CO However, it would seem reasonable that the
'local agency shou'ld for its own' interna] qua'th assurance, calibrate
thefr high-range‘instruments and perform audits at higher levels of expected

E / q{ e
concentrations et
T PR .';; PR Rae

Autemated Methods T e

§on R S R

37. Q. For automated analyzers, Form 1 (front) requires the
number of analyzers of each type which are cperational in the network to
be reported in Blocks 15-17. If the state or local agency is operating
a non-reference, non-equivalentv or non-approved analyzer at a special
purpose site, shou1d the results of this ana]yzer be reported?

A No. | The report applies only to SLAMS sites which,

.beginning on January 1, 1981 ‘must use reference, equivalent, or approved
methods 'If for sone feAson‘“a state or local agency is permitted by the
Region to use a non-reference, non-equivalent. or non-approved analyzer
at a SLAMS site, it should then be 1nc]uded The same rules would apply
to manual ‘methods as well

60




‘precision checks or performance audits for

ai&ad&

2. The time(;to : reach . equilibrium conditions and the time
i which the, response should be averaged will depend upon the

':iﬁnstrument and level of the standard being used As a rule, it should be
the same as‘is used to obtain. calibration data points at the same levels.

'?;3§f;',Q' - In some cases, due to instrument replacement or scheduled

_ﬁst_art-upv at, a given site, only _one, precision check may have been made

: ; automated instrument during the quarter In such cases, the

o standard ﬁdeviation is 2ero. for- that instrument Should the zero be
included in the calculation of the pooled standard deviation, Sa?, How is
the precision result reported? o

. A It can be handled in one of two ways

ra}.gdagiJ,u 1.:, If precision checks are made on the Jnstrument duving

‘ the succeeding quarter, the single result can be held
over and combined (calculated and reported) with the
results of the succeeding quarter.

f 2. If, for some reason, no precision checks are performed
or planned to be performed during the succeeding
_quarter, the single. value could be included in the
calculation of the average, D, but not included in the
calculation of the pooled standard devfation, Sa.

. . o
PN
B <

, 40.‘ Q.;; Auditing must be conducted with a different standard than
that used for routine multipoint calibration. What relationship must
exist between . the -standard  used for accuracy auditing and the standard
used for routine multipoint calibration?

AL The general'rule is' The working standard used for the
accuracy audit must be different from the working standards used for cali-
.bration, but; both may be certified (referenced) against the same NBS SRM

or CRM A protocol for certifying the working calibration or audit
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'Yes. butﬂcaut on should be'exercised and complete “certifi-

cation“ documentation should be received with the NBS traceable d{tems.
I sn,gje, B o B N

The regulations ‘state the "Direct use of an NBS SRM as a
working standard is not prohibited but is discouraged because of their

limfted supply and expense.“v Should’NBS SRM's be used for the accuracy
‘?audits? e R

A.  No. As stated in the regulations, NBS SRM's are in 1imited
supply, and should be’ ‘used only sparingly as references to which working

' calibration standards (and’ accuracy “audit standards) are assessed. CRM's
'may also ‘be used in lieu of NBS SRM's; see answer to previous question.
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43, Q; In some networks the output from automated analyzers is fed
“into a data logger or minicomputer or tranfmitted by telemetry to a central
station or computer When conducting a performance audit, at what point in

‘the total measurement system should the observed or measured value be
obtained? ' o

A. The observed or measured value should be obtained at the

" same point and in the same manner that routine monftoring data are
obtafned.” In other words, the performance audit should be an audit of the
“:entire routine measurement . system--not Just the analyzer. (The same
conditions should apply for the calibration process.) If the normal output
of an analyzer fs measured and reduced by a computer in another location,

" the performance audit result (and calibration data) should be obtained in
the same way Since there 1s usually a major concern for the analyzer,
\f"however,rit ﬂould be *good practice to also check fts output with a (digital)

voltmeter or recorder.% It 1§ possible that the analyzer could be

<-‘njuseﬁas traceable standards “by™ amendments to'

A

PER 45

'
s
I8



3
pt
74
IR
)
a

PR
taed

PR N

ey 4 ” ﬁv,‘

LRNERwTS ’_’ . rl‘ ,3( s

-omemautomatic instruments have daily (i.e., every 24-hours)'
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tions for’ zero, ‘tn the normal reduction of data, the data
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between successive automatic zero injection checks are corrected by the
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a:zrage of 2 then"before: and "after" zero drifts. Since the reguiations
[ o 3 a :

stat;Jt a he pregi:ign check shouid be made prior to any adjustment,
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check for,this type of instrumentf— R
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. what - shouid be the procedure for caicuiating.the result of the precision
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AT The procedure is the same as that used for routine ambient

measurements~ the precision check reading shouid be processed exactiy the

&b ) SR

) same as. it wouid be if it were an ordinary ambient reading If the zero

the above checks have been performed

injections‘occur‘on a‘fixed scheduie. then, to the extent possibie, the
precision checks shouid be randomiy timed i e. f at various times of day or
at various times with respect to the automatic cycie. The same would also
apply to automatic span cycies See also the answer to the next question.
In either case “do not make any adjustments to the instrument untii after

JEUURTEN

LT miteiy ‘
:45,‘\ Q'“r Some instruments (Beckman 866) have built-in automatic

: electronic stabiiizers which readjust zero and span every 8 hours based on
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" the automatica]iy performed zero and span ‘checks. whenyshouid precision
checks and accuracy audits be performed? o a
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25 kinate Mo idea})yf;the_pfecisionfchecks and accuracy audits should be
performed at random timec between instrument adjustments. If the schedu]e
of the automatic adjustments is known to those performing the precision
checks and accuracy audits, the precision checks and accuracy audits should
be scheduied at random times between the adjustments._ If the schedule of
the automatic adjustments isinot known to these persons, ‘then the precision
checks and . accuracy audits cou]d be performed at any time of the day.

(See aiso the ,answer to the previous question )
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all,prec'sion and accuracy data be obtained and reported?
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minimun”biweekly fﬁi:GEnéy‘specified no special con
”aééahgt the standard deviation

AN e Ty

quarter, as appropriate.. Therefore, if no precision check (cr‘only one
precision check) is made in a given calendar quarter, no precisit" data
will be reported L o ;

o fﬂ{ f“'rné purpose of obtaining the precision data §s to
relate it to scheduled monitoring data, there would be no purpose in ob-
Ntainigg'pregislon data when no“monitoring data are being obtained

The regulations require that all operating analyzers be

\ “-,‘ ‘,.‘ .‘ 4_(,'?.

: audited during the year.} If ozone analyzers are operated only six months
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(e 9.5, two quarters)._then 50 percent of the analyzers must be audited
each quarter. If the six-month period covered more “than two quarters
(e.g., May through October), some analyzers could be scheduled for audit
in_ each of the three quarters. If only one audit 1s performed in a given
quarter, the audit results should be reported with audits of the previous

or, following quarter, since a standard deviation cannot be calculated for

ARUNEEPE D TN

a single value. .

s 1S .

N B4Z.t Q._ Philips soz instruments require a new calibration whenever
the reagent is changed--approximately every 90 days. When should accuracy
audits be performed? T B
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A. Accuracy audits (and precision checks) should be performed
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'At random times between multipoint calibrations or other adjustments of the
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analyze Consequentﬁy.. neither accuracy “audits nor precision checks

should beiperformed immediately after ‘such calibrations or adjustments. To
Y I B RN

minimize costs, (1i.e ;}to eliminate extira trips to sites) accuracy audits
and precision,checkspcould be performed just before such calibrations or

adjustments.  Since the"Phillipsibsoz instrument may have has automatic

. EFESE A i
hecka»‘llibe‘made on all operating mqnitoring .

’except in the un ikely case where only a single
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er 3 1981 (45 FR 44159-44172)

HovGuideline for Lead Monitoring in the Vicinity of Point Sources,
a EPA-450/4-81-006 January 1901, f

"4 Summany of Audit Performance, Measurement of $0,, NO,, Sulfate,
' Nitrate, Lead, Hi-Vol Flow Rate--1978, EPA-600/4-80- -017, Environ-
mental Monitoring Systems Laboratory, Research Triangle Park, NC.,
June 1980

5: Quality Assurance Handbook for Alr Pollution Measurement Systems.
Volume 1T, Ambient Afr Specific Methods, EPA-600/4-77-027a u.s.
Environmental Protection Agency. Research Triangle Park,. NC,
Jiune 1977
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6. i'"Ambiont Monitoring Guidelines for Prevention of Significant
Deterioration (PSD), EPA-450/2-78-019 May 1978.

'Z-u

7.f Implementation of Air Quality Monitoring Regulations, Color Video
Tapes 4 hours (condensed version of workshops conducted at each
Regional Office, April-June.71979 on Section 319 of the 1977

" Amendments to the Clean Air Act and 40 CFR 58). On free loan
| from USEPA Air Pollution Training Institute, Research Triangle

I . Park, North Carolina.

Code of Federal Regulations Title 40 Part 58 as amended Septem-
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